Importing Libraries

import numpy as np import pandas as pd

import matplotlib.pyplot as plt

from sklearn.preprocessing import LabelEncoder,OneHotEncoder from sklearn import preprocessing

from sklearn.feature\_selection import RFE

from sklearn.tree import DecisionTreeClassifier

from sklearn.model\_selection import train\_test\_split # Import train\_test\_split function from sklearn.preprocessing import Normalizer

import warnings warnings.filterwarnings("ignore")

# dataset doesn't have column names, so we have to provide it col\_names = ["duration","protocol\_type","service","flag","src\_bytes",

"dst\_bytes","land","wrong\_fragment","urgent","hot","num\_failed\_logins", "logged\_in","num\_compromised","root\_shell","su\_attempted","num\_root", "num\_file\_creations","num\_shells","num\_access\_files","num\_outbound\_cmds", "is\_host\_login","is\_guest\_login","count","srv\_count","serror\_rate", "srv\_serror\_rate","rerror\_rate","srv\_rerror\_rate","same\_srv\_rate", "diff\_srv\_rate","srv\_diff\_host\_rate","dst\_host\_count","dst\_host\_srv\_count", "dst\_host\_same\_srv\_rate","dst\_host\_diff\_srv\_rate","dst\_host\_same\_src\_port\_rate", "dst\_host\_srv\_diff\_host\_rate","dst\_host\_serror\_rate","dst\_host\_srv\_serror\_rate", "dst\_host\_rerror\_rate","dst\_host\_srv\_rerror\_rate","label","difficulty\_level"]

# loading the dataset

traind = pd.read\_csv('KDDTrain+.txt',header=None, names=col\_names) testd = pd.read\_csv('KDDTest+.txt',header=None, names=col\_names)

# data = pd.concat([traind, testd], axis=0) # fill all the NaN field with 0

# traindata.update(traindata(col\_names).fillna(0))

# traindata[col\_names]=traindata[col\_names].fillna(0) # traindata.fillna(value=0, inplace=True)

|  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| # print dataset | | | | | | | | | | | | |
| traind |  |  |  |  |  |  |  |  |  |  |  |  |
|  | **duration** | **protocol\_type** | **service** | **flag** | **src\_bytes** | **dst\_bytes** | **land** | **wrong\_fragment** | **urgent** | **hot** | **...** | **dst\_host\_** |
| **0** | 0 | tcp | ftp\_data | SF | 491 | 0 | 0 | 0 | 0 | 0 | ... |  |
| **1** | 0 | udp | other | SF | 146 | 0 | 0 | 0 | 0 | 0 | ... |  |
| **2** | 0 | tcp | private | S0 | 0 | 0 | 0 | 0 | 0 | 0 | ... |  |
| **3** | 0 | tcp | http | SF | 232 | 8153 | 0 | 0 | 0 | 0 | ... |  |
| **4** | 0 | tcp | http | SF | 199 | 420 | 0 | 0 | 0 | 0 | ... |  |
| **...** | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... |  |
| **34555** | 0 | tcp | http | SF | 246 | 350 | 0 | 0 | 0 | 0 | ... |  |
| **34556** | 0 | udp | other | SF | 516 | 4 | 0 | 0 | 0 | 0 | ... |  |
| **34557** | 1 | tcp | smtp | SF | 2265 | 278 | 0 | 0 | 0 | 0 | ... |  |
| **34558** | 0 | tcp | http | SF | 217 | 280 | 0 | 0 | 0 | 0 | ... |  |
| **34559** | 0 | tcp | kshell | S0 | 0 | 0 | 0 | 0 | 0 | 0 | ... |  |

34560 rows × 43 columns
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# remove attribute 'difficulty\_level'

traind.drop(['difficulty\_level'],axis=1,inplace=True) traind.shape

(34560, 42)

# descriptive statistic of dataset traind.describe()

|  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  | **duration** | **src\_bytes** | **dst\_bytes** | **land** | **wrong\_fragment** | **urgent** | **hot** | **num\_failed\_logins** |
| **count** | 34560.000000 | 3.456000e+04 | 3.456000e+04 | 34560.000000 | 34560.000000 | 34560.000000 | 34560.000000 | 34560.000000 |
| **mean** | 298.852517 | 1.966618e+04 | 3.417070e+03 | 0.000087 | 0.022917 | 0.000116 | 0.205498 | 0.001100 |
| **std** | 2659.593706 | 2.060165e+06 | 8.593824e+04 | 0.009317 | 0.255830 | 0.017010 | 2.188124 | 0.042342 |
| **min** | 0.000000 | 0.000000e+00 | 0.000000e+00 | 0.000000 | 0.000000 | 0.000000 | 0.000000 | 0.000000 |
| **25%** | 0.000000 | 0.000000e+00 | 0.000000e+00 | 0.000000 | 0.000000 | 0.000000 | 0.000000 | 0.000000 |
| **50%** | 0.000000 | 4.400000e+01 | 0.000000e+00 | 0.000000 | 0.000000 | 0.000000 | 0.000000 | 0.000000 |
| **75%** | 0.000000 | 2.780000e+02 | 5.350000e+02 | 0.000000 | 0.000000 | 0.000000 | 0.000000 | 0.000000 |
| **max** | 42862.000000 | 3.817091e+08 | 5.153771e+06 | 1.000000 | 3.000000 | 3.000000 | 77.000000 | 4.000000 |

8 rows × 38 columns
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# number of attack labels traind['label'].value\_counts()

|  |  |
| --- | --- |
| normal | 18415 |
| neptune | 11393 |
| ipsweep | 981 |
| satan | 968 |

portsweep 809

smurf 712

nmap 407

back 267

warezclient 257

teardrop 249

pod 49

guess\_passwd 13

buffer\_overflow 10

warezmaster 9

imap 5

multihop 4

rootkit 4

phf 2

land 2

ftp\_write 1

loadmodule 1

spy 1

Name: label, dtype: int64

# changing attack labels to their respective attack class def change\_attack\_labels(df):

df.label.replace(['apache2','back','land','neptune','mailbomb','pod','processtable','smurf','teardrop','udpstorm','worm df.label.replace(['ftp\_write','guess\_passwd','httptunnel','imap','multihop','named','phf','sendmail',

'snmpgetattack','snmpguess','spy','warezclient','warezmaster','xlock','xsnoop'],'R2L',inplace=True) df.label.replace(['ipsweep','mscan','nmap','portsweep','saint','satan'],'Probe',inplace=True) df.label.replace(['buffer\_overflow','loadmodule','perl','ps','rootkit','sqlattack','xterm'],'U2R',inplace=True)

# calling the function change\_attack\_labels(traind)

traind

|  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  | **duration** | **protocol\_type** | **service** | **flag** | **src\_bytes** | **dst\_bytes** | **land** | **wrong\_fragment** | **urgent** | **hot** | **...** | **dst\_host\_** |
| **0** | 0 | tcp | ftp\_data | SF | 491 | 0 | 0 | 0 | 0 | 0 | ... |  |
| **1** | 0 | udp | other | SF | 146 | 0 | 0 | 0 | 0 | 0 | ... |  |
| **2** | 0 | tcp | private | S0 | 0 | 0 | 0 | 0 | 0 | 0 | ... |  |
| **3** | 0 | tcp | http | SF | 232 | 8153 | 0 | 0 | 0 | 0 | ... |  |
| **4** | 0 | tcp | http | SF | 199 | 420 | 0 | 0 | 0 | 0 | ... |  |
| **...** | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... |  |
| **34555** | 0 | tcp | http | SF | 246 | 350 | 0 | 0 | 0 | 0 | ... |  |
| **34556** | 0 | udp | other | SF | 516 | 4 | 0 | 0 | 0 | 0 | ... |  |
| **34557** | 1 | tcp | smtp | SF | 2265 | 278 | 0 | 0 | 0 | 0 | ... |  |
| **34558** | 0 | tcp | http | SF | 217 | 280 | 0 | 0 | 0 | 0 | ... |  |
| **34559** | 0 | tcp | kshell | S0 | 0 | 0 | 0 | 0 | 0 | 0 | ... |  |

34560 rows × 42 columns
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# distribution of attack classes traind.label.value\_counts()

normal 18415

Dos 12672

Probe 3165

R2L 292

U2R 15

Name: label, dtype: int64

# importing required libraries for normalizing data from sklearn import preprocessing

from sklearn.preprocessing import StandardScaler

# selecting numeric attributes columns from data numeric\_col = traind.select\_dtypes(include='number').columns

# using standard scaler for normalizing std\_scaler = StandardScaler()

def normalize(df,col): for i in col:

arr = df[i]

arr = np.array(arr)

df[i] = std\_scaler.fit\_transform(arr.reshape(len(arr),1)) return df

# data before normalization traind.head()

|  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| **duration** | **protocol\_type** | **service** | **flag** | **src\_bytes** | **dst\_bytes** | **land** | **wrong\_fragment** | **urgent** | **hot** | **...** | **dst\_host\_srv\_** |
| **0** 0 | tcp | ftp\_data | SF | 491 | 0 | 0 | 0 | 0 | 0 | ... |  |
| **1** 0 | udp | other | SF | 146 | 0 | 0 | 0 | 0 | 0 | ... |  |
| **2** 0 | tcp | private | S0 | 0 | 0 | 0 | 0 | 0 | 0 | ... |  |
| **3** 0 | tcp | http | SF | 232 | 8153 | 0 | 0 | 0 | 0 | ... |  |
| **4** 0 | tcp | http | SF | 199 | 420 | 0 | 0 | 0 | 0 | ... |  |

5 rows × 42 columns

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAACkAAAApCAYAAACoYAD2AAAABmJLR0QA/wD/AP+gvaeTAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAE4UlEQVRYhc2YXUxTZxjH/6ctlKymUkgpwwKjBWQ3g0VchjimC+C8AIwQ8ItNJcHivHAwnMmysCXLPmQ02Q0fmTDccMp0C7AbBSIOA/sAEzRLlI9WrYVRqi2CjPVAz7sLd1w568c5Bcr+SW/e95/3/N6n53mePqUIIfg/aMAwtwUANmtl/dw9SeBx3Kuu01oJCmSzVrabuycY8rpx7mUnA/FL8bK+lcEDDBZH4uUbM7kAYLQ4EjQq6ajrvkjogbWd1sq6TmvlSgECQH2XtYIhEDEEovpuawV3X1Ak70w54i8NzewiADU2+dfG+MiQ4eXAGSyOxIZua3lrv/0Qu3a+z34YAI5kKvValXQEACghifPuWXPd1702HQAc2Br2ZXWxutQfuEHDXFptl7Xy8tBMHkPcf5siCsyOFHl7WZbyc16RNFocCQ3d1vJzffYSdq31Z/tBSgTG9cZ8RQAKBBQPIwX4iOSgYS6trsv6zqWhmV1eb5ws7yjLVla7Kx/eZLA4Euu7rBWt/fZDC04SBABBYmqhaIviK12Wsoa9vM9IEni/MQEoQp58hAACgFYlHak+oD4CAC3XbKUAsCdd0XRqv1rn6uP1ThotjoT6bmvF+T77YW83dtXk9ELU8eb7zb23H2cSAioyVDJxIjfy/b3pYU1cr8HiSMyoGr4FANc+3JjELUG83kmNSjp6ar9aRwGETZyiNEUzGwWu/rAvbCjQG3qMU3TCv9CLURXfmE8vLJLgN14Nr3f1a1XSkR3J8g5QIFxAQGB2Gy2OhFeqhm8TgOr9IPF5dyXIHeCSB1Ign+7dcJQLumJtUaOSjr6eIm9jGIg9AebrDVfvTNHxns4gBNTJc+O1FAVSnBHewK57SzpBkQQ8t0U+gK4SUWA6TmjTN2lkv/jyCoZ0J6GArNISZT/9UKHd5ssnuHdzNWGn1f4AAsCNe/OpfHzLgpyw0+oCvbHHH0AAUMjED/n4/P49OWGn1fk1xqt3rbTW3zN2psjb+Pj8iqQnQIVMbON7hlYlHTmZF/keH69gSE+AOZvWX/jt46Tnsl+Q/+jrDE1E8OiFtzWvyULEj1ccctxGR3sCrC2J2bcuRDzbqIvdXZimOOMN8GK5dvuziqBxvs/lXYLGbXR0gd7Y4wlQIqYW2bUFJwnKqBq+xfX6AwjwTBw2gvce0BpfgE6GiI81mlr4Anprh7whhQIePW36tuP6o0I+gID3KZEX5GoD+poSWXlMHLONjllNQMD3lMjKbSTNNjqmoMbYs5oR5DMlsvpPdrMRND2g4/wFjIsIHvu+XLuNCyh0SmSTaYlxNQEB4VMiq6eRND+kY/P1xp7VAnQV3ylxCWQgAV1V2WJuYKfE4oywBu6UyEo0O++UF+iNVwINCAC6LGWNiAIjosDoMpU1nnySz9onP1pOFvsLCPieEp9Cdt6cyVkLQFZl2cpqXx7J7Dyz3nUhO1neEShAwHvPZiV6Me6ZX10Xjjffb24fnC4KBCBfUb+b/kze+cnYAFsKAEAsgvOLg9Fvdt2cyWkffFS0loDAPyWobWB6z7EmU4uTgdibOS4ieOxiuWZ7lCLYHChAwKWYtw9OF73VaDrrCXStAAGXtpiXGtpaWxKzTyLCIte0loAAp3fnpoZ+11AaWxgdHnQXePLn0takdVfWEhAA/gbnFoQZ5n7KdAAAAABJRU5ErkJggg==)

# calling the function

# traindata = normalize(traindata.copy(),numeric\_col) traindata = normalize(traind.copy(),numeric\_col)

# data after normalization traindata.head()

|  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| **duration** | **protocol\_type** | **service** | **flag** | **src\_bytes** | **dst\_bytes** | **land** | **wrong\_fragment** | **urgent** | **hot** | **...** | **dst\_** |
| **0** 0.103271 | tcp | ftp\_data | SF | 0.009308 | 0.039763 | -0.009317 | 0.089579 | 0.006804 | 0.093916 | ... |  |
| **1** 0.103271 | udp | other | SF | 0.009475 | 0.039763 | -0.009317 | 0.089579 | 0.006804 | 0.093916 | ... |  |
| **2** 0. 103271 | tcp | private | S0 | 0.009546 | 0.039763 | -0.009317 | 0.089579 | 0.006804 | 0.093916 | ... |  |
| **3** 0.103271 | tcp | http | SF | 0.009433 | 0.055109 | -0.009317 | 0.089579 | 0.006804 | 0.093916 | ... |  |
| **4** 0.103271 | tcp | http | SF | 0.009449 | 0.034875 | -0.009317 | 0.089579 | 0.006804 | 0.093916 | ... |  |

5 rows × 42 columns
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# One-hot-encoding

# selecting categorical data attributes cat\_col = ['protocol\_type','service','flag']

# creating a dataframe with only categorical attributes categorical = traindata[cat\_col]

categorical.head()

**4** tcp http SF

## protocol\_type service flag

**1** udp other SF

**2** tcp private S0

**3** tcp http SF

**0** tcp ftp\_data SF

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
| **protocol\_type\_icmp** | **protocol\_type\_tcp** | **protocol\_type\_udp** | **service\_IRC** | **service\_X11** | **service\_Z39\_50** | **service\_aol** | **s** |
| **0** 0 | 1 | 0 | 0 | 0 | 0 | 0 |  |
| **1** 0 | 0 | 1 | 0 | 0 | 0 | 0 |  |
| **2** 0 | 1 | 0 | 0 | 0 | 0 | 0 |  |
| **3** 0 | 1 | 0 | 0 | 0 | 0 | 0 |  |
| **4** 0 | 1 | 0 | 0 | 0 | 0 | 0 |  |

# Binary Classification
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5 rows × 81 columns

# one-hot-encoding categorical attributes

categorical = pd.get\_dummies(categorical,columns=cat\_col) categorical.head()

# changing attack labels into two categories 'normal' and 'abnormal'

bin\_label = pd.DataFrame(traindata.label.map(lambda x:'normal' if x=='normal' else 'abnormal')) # creating a dataframe with binary labels (normal,abnormal)

bin\_data = traindata.copy() bin\_data['label'] = bin\_label

# label encoding (0,1) binary labels (abnormal,normal) lec = preprocessing.LabelEncoder()

enc\_label = bin\_label.apply(lec.fit\_transform) bin\_data['intrusion'] = enc\_label

lec.classes\_

array(['abnormal', 'normal'], dtype=object)

np.save("lec\_classes.npy",lec.classes\_,allow\_pickle=True)

# dataset with binary labels and label encoded column bin\_data.head()

|  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| **duration** | **protocol\_type** | **service** | **flag** | **src\_bytes** | **dst\_bytes** | **land** | **wrong\_fragment** | **urgent** | **hot** | **...** | **dst** |
| **0** -0.112369 | tcp | ftp\_data | SF | -0.009308 | -0.039763 | -0.009317 | -0.089579 | -0.006804 | -0.093916 | ... |  |
| **1** -0.112369 | udp | other | SF | -0.009475 | -0.039763 | -0.009317 | -0.089579 | -0.006804 | -0.093916 | ... |  |
| **2** -0.112369 | tcp | private | S0 | -0.009546 | -0.039763 | -0.009317 | -0.089579 | -0.006804 | -0.093916 | ... |  |
| **3** -0.112369 | tcp | http | SF | -0.009433 | 0.055109 | -0.009317 | -0.089579 | -0.006804 | -0.093916 | ... |  |
| **4** -0.112369 | tcp | http | SF | -0.009449 | -0.034875 | -0.009317 | -0.089579 | -0.006804 | -0.093916 | ... |  |

5 rows × 43 columns
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# one-hot-encoding attack label

bin\_data = pd.get\_dummies(bin\_data,columns=['label'],prefix="",prefix\_sep="") bin\_data['label'] = bin\_label

bin\_data

|  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  | **duration** | **protocol\_type** | **service** | **flag** | **src\_bytes** | **dst\_bytes** | **land** | **wrong\_fragment** | **urgent** | **hot** | **...** |
| **0** | -0.112369 | tcp | ftp\_data | SF | -0.009308 | -0.039763 | -0.009317 | -0.089579 | -0.006804 | -0.093916 | ... |
| **1** | -0.112369 | udp | other | SF | -0.009475 | -0.039763 | -0.009317 | -0.089579 | -0.006804 | -0.093916 | ... |
| **2** | -0.112369 | tcp | private | S0 | -0.009546 | -0.039763 | -0.009317 | -0.089579 | -0.006804 | -0.093916 | ... |
| **3** | -0.112369 | tcp | http | SF | -0.009433 | 0.055109 | -0.009317 | -0.089579 | -0.006804 | -0.093916 | ... |
| **4** | -0.112369 | tcp | http | SF | -0.009449 | -0.034875 | -0.009317 | -0.089579 | -0.006804 | -0.093916 | ... |
| **...** | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... |
| **34555** | -0.112369 | tcp | http | SF | -0.009427 | -0.035690 | -0.009317 | -0.089579 | -0.006804 | -0.093916 | ... |
| **34556** | -0.112369 | udp | other | SF | -0.009296 | -0.039716 | -0.009317 | -0.089579 | -0.006804 | -0.093916 | ... |
| **34557** | -0.111993 | tcp | smtp | SF | -0.008447 | -0.036528 | -0.009317 | -0.089579 | -0.006804 | -0.093916 | ... |
| **34558** | -0.112369 | tcp | http | SF | -0.009441 | -0.036504 | -0.009317 | -0.089579 | -0.006804 | -0.093916 | ... |
| **34559** | -0.112369 | tcp | kshell | S0 | -0.009546 | -0.039763 | -0.009317 | -0.089579 | -0.006804 | -0.093916 | ... |

34560 rows × 45 columns
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# creating a dataframe with only numeric attributes of binary class dataset and encoded label attribute numeric\_bin = bin\_data[numeric\_col]

numeric\_bin['intrusion'] = bin\_data['intrusion']

# finding the attributes which have more than 0.5 correlation with encoded attack label attribute corr= numeric\_bin.corr()

corr\_y = abs(corr['intrusion']) highest\_corr = corr\_y[corr\_y >0.5] highest\_corr.sort\_values(ascending=True)

|  |  |
| --- | --- |
| count | 0.475103 |
| srv\_serror\_rate | 0.547395 |
| serror\_rate | 0.549021 |
| dst\_host\_serror\_rate | 0.501261 |

|  |  |
| --- | --- |
| dst\_host\_srv\_serror\_rate | 0.654846 |
| logged\_in | 0.383108 |
| dst\_host\_same\_srv\_rate | 0.192170 |
| dst\_host\_srv\_count | 0.220509 |
| same\_srv\_rate | 0.254936 |
| intrusion | 1.000000 |
| Name: intrusion, dtype: | float64 |

# selecting attributes found by using pearson correlation coefficient

numeric\_bin = bin\_data[['count','srv\_serror\_rate','serror\_rate','dst\_host\_serror\_rate','dst\_host\_srv\_serror\_rate', 'logged\_in','dst\_host\_same\_srv\_rate','dst\_host\_srv\_count','same\_srv\_rate']]

# joining the selected attribute with the one-hot-encoded categorical dataframe numeric\_bin = numeric\_bin.join(categorical)

# then joining encoded, one-hot-encoded, and original attack label attribute bin\_data = numeric\_bin.join(bin\_data[['intrusion','abnormal','normal','label']])

bin\_data.drop('label', axis=1,inplace=True)

bin\_data

34560 rows × 93 columns

**34555** -0.669719 -0.634850 -0.640722 -0.642689 -0.627953 1.237986

**34556** 0.422194 -0.634850 -0.640722 -0.642689 -0.627953 -0.807763

**34557** -0.730867 -0.634850 -0.640722 -0.642689 -0.627953 1.237986

**34558** -0.652249 -0.634850 -0.640722 -0.642689 -0.627953 1.237986

**34559** 0.151399 1.597756 1.593371 NaN NaN -0.807763

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
|  | **count** | **srv\_serror\_rate** | **serror\_rate** | **dst\_host\_serror\_rate** | **dst\_host\_srv\_serror\_rate** | **logged\_in** | **dst\_host\_sam** |
| **0** | -0.722131 | -0.634850 | -0.640722 | -0.642689 | -0.627953 | -0.807763 |  |
| **1** | -0.626043 | -0.634850 | -0.640722 | -0.642689 | -0.627953 | -0.807763 |  |
| **2** | 0.334841 | 1.597756 | 1.593371 | 1.601676 | 1.612222 | -0.807763 |  |
| **3** | -0.695925 | -0.188329 | -0.193903 | -0.575358 | -0.605551 | 1.237986 |  |
| **4** | -0.477543 | -0.634850 | -0.640722 | -0.642689 | -0.627953 | 1.237986 |  |
| **...** | ... | ... | ... | ... | ... | ... |  |
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# saving final dataset to disk bin\_data.to\_csv("bin\_data.csv")

# bin\_data.drop('label', axis=1,inplace=True) # final dataset for binary classification bin\_data

34560 rows × 93 columns

## count srv\_serror\_rate serror\_rate dst\_host\_serror\_rate dst\_host\_srv\_serror\_rate logged\_in dst\_host\_sam

**0** -0.722131 -0.634850 -0.640722 -0.642689 -0.627953 -0.704763

**1** -0.626043 -0.634850 -0.640722 -0.642689 -0.627953 -0.603460

**2** 0.334841 1.597756 1.593371 1.601676 1.612222 -0.737164

**3** -0.695925 -0.188329 -0.193903 -0.575358 -0.605551 0.952012

**4** -0.477543 -0.634850 -0.640722 -0.642689 -0.627953 1.237986

**...** ... ... ... ... ... ...

**34555** -0.669719 -0.634850 -0.640722 -0.642689 -0.627953 1.237986

**34556** 0.422194 -0.634850 -0.640722 -0.642689 -0.627953 -0.807763

**34557** -0.730867 -0.634850 -0.640722 -0.642689 -0.627953 1.237986

**34558** -0.652249 -0.634850 -0.640722 -0.642689 -0.627953 1.237986

**34559** 0.151399 1.597756 1.593371 NaN NaN -0.807763

traindata.fillna(value=0, inplace=True)

traindata

for i in traindata.select\_dtypes('object').columns: le = LabelEncoder().fit(traindata[i]) traindata[i] = le.transform(traindata[i])

# for i in testdata.select\_dtypes('object').columns: # le = LabelEncoder().fit(testdata[i])

# testdata[i] = le.transform(testdata[i])

**34558** -0.112369 1 23 9 -0.009441 -0.036504 -0.009317 -0.089579 -0.006804 -0.093916 ...

**34559** -0.112369 1 29 5 -0.009546 -0.039763 -0.009317 -0.089579 -0.006804 -0.093916 ...

34560 rows × 42 columns

## duration protocol\_type service flag src\_bytes dst\_bytes land wrong\_fragment urgent hot ...

**0** -0.112369 1 20 9 -0.009308 -0.039763 -0.009317 -0.089579 -0.006804 -0.093916 ...

**1** -0.112369 2 42 9 -0.009475 -0.039763 -0.009317 -0.089579 -0.006804 -0.093916 ...

**2** -0.112369 1 47 5 -0.009546 -0.039763 -0.009317 -0.089579 -0.006804 -0.093916 ...

**3** -0.112369 1 23 9 -0.009433 0.055109 -0.009317 -0.089579 -0.006804 -0.093916 ...

**4** -0.112369 1 23 9 -0.009449 -0.034875 -0.009317 -0.089579 -0.006804 -0.093916 ...

**...** ... ... ... ... ... ... ... ... ... ... ...

**34555** -0.112369 1 23 9 -0.009427 -0.035690 -0.009317 -0.089579 -0.006804 -0.093916 ...

**34557** -0.111993 1 52 9 -0.008447 -0.036528 -0.009317 -0.089579 -0.006804 -0.093916 ...

Defining and Training LSTM Model

**34556** -0.112369

2

42

9

-0.009296

-0.039716 -0.009317

-0.089579 -0.006804 -0.093916

...

traindata=traindata.astype(float)
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from sklearn.metrics import accuracy\_score # for calculating accuracy of model

from sklearn.model\_selection import train\_test\_split # for splitting the dataset for training and testing from sklearn.metrics import classification\_report # for generating a classification report of model import pickle # saving and loading trained model

from os import path import numpy as np import pandas as pd

import matplotlib.pyplot as plt

bin\_data = pd.read\_csv('bin\_data.csv') bin\_data.drop(bin\_data.columns[0],axis=1,inplace=True)

# importing library for LSTM layers

from keras.layers import LSTM, Dense, Activation, Dropout from keras.models import Sequential

X = bin\_data.iloc[:,0:93] # dataset excluding target attribute (encoded, one-hot-encoded,original)

Y = bin\_data[['intrusion']].values # target attribute

# splitting the dataset 70% for training and 30% testing

X\_train, X\_test, y\_train, y\_test = train\_test\_split(X,Y, test\_size=0.30, random\_state=46) X\_train = X\_train.to\_numpy()

X\_train = np.reshape(X\_train, (X\_train.shape[0],X\_train.shape[1],1)) lst = Sequential() # initializing model

# input layer and LSTM layer with 50 neurons

lst.add(LSTM(units=50, return\_sequences=True, input\_shape=(X\_train.shape[1],1)))

# outpute layer with sigmoid activation lst.add(Dense(1, activation='sigmoid'))

# defining loss function, optimizer, metrics and then compiling model lst.compile(loss='binary\_crossentropy',optimizer='adam',metrics=['accuracy'])

X\_train = X\_train.astype('float32')

# defining loss function, optimizer, metrics and then compiling model lst.compile(loss='binary\_crossentropy',optimizer='adam',metrics=['accuracy'])

# X\_train = X\_train.astype('float32')

lst.summary()

Model: "sequential\_16"

Layer (type) Output Shape Param #

=================================================================

|  |  |  |
| --- | --- | --- |
| lstm\_1 (LSTM) | (None, 93, 50) | 10400 |
| dense\_1 (Dense) | (None, 93, 1) | 51 |

=================================================================

Total params: 10,451

Trainable params: 10,451

Non-trainable params: 0

# training the model on training dataset

history = lst.fit(X\_train, y\_train, epochs=20, batch\_size=1000,validation\_split=0.3)

|  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| Epoch | 11/20 |  | | | | | | | | |
| 26/26  Epoch | [==============================] 12/20 | - 15s | 368ms/step | - loss: | 0.6920 | - accuracy: | 0.8487 | - val\_loss: | 0.6877 | - val\_a |
| 26/26  Epoch 26/26 | [==============================] 13/20 [==============================] | - 13s  - 10s | 403ms/step  442ms/step | * loss: * loss: | 0.5901  0.3305 | * accuracy: * accuracy: | 0.8607  0.8617 | * val\_loss: * val\_loss: | 0.4484  0.4262 | * val\_a * val\_a |
| Epoch 26/26 | 14/20 [==============================] | - 11s | 412ms/step | - loss: | 0.3284 | - accuracy: | 0.8512 | - val\_loss: | 0.4139 | - val\_a |
| Epoch | 15/20 |  |  |  |  |  |  |  |  |  |
| 26/26  Epoch 26/26 | [==============================] 16/20 [==============================] | - 11s  - 12s | 471ms/step  425ms/step | * loss: * loss: | 0.4216  0.4058 | * accuracy: * accuracy: | 0.8922  0.9110 | * val\_loss: * val\_loss: | 0.4070  0.2021 | * val\_a * val\_a |
| Epoch 26/26 | 17/20 [==============================] | - 12s | 433ms/step | - loss: | 0.4748 | - accuracy: | 0.9223 | - val\_loss: | 0.3175 | - val\_a |
| Epoch | 18/20 |  |  |  |  |  |  |  |  |  |
| 26/26  Epoch | [==============================] 19/20 | - 12s | 446ms/step | - loss: | 0.2080 | - accuracy: | 0.9166 | - val\_loss: | 0.3010 | - val\_a |
| 26/26  Epoch 26/26 | [==============================] 20/20 [==============================] | - 11s  - 12s | 439ms/step  454ms/step | * loss: * loss: | 0.2318  0.1069 | * accuracy: * accuracy: | 0.9235  0.9240 | * val\_loss: * val\_loss: | 0.2075  0.2470 | * val\_a * val\_a |

lst.evaluate(X\_test, y\_test, batch\_size=100,verbose=1)

87/87 [==============================] - 3s 46ms/step - loss: 0.3975 - accuracy: 0.9350 [0.4061363935470581, 0.9350323534011841]

p = lst.predict(X\_test)

from sklearn import metrics

from sklearn.metrics import accuracy\_score, confusion\_matrix from sklearn.metrics import recall\_score

from sklearn.metrics import precision\_score from sklearn.metrics import f1\_score

from sklearn.metrics import log\_loss

from sklearn.metrics import PrecisionRecallDisplay

y\_eval = np.argmax(p, axis=1)

f1 = f1\_score(y\_test, y\_eval, average=None)

print("F1",f1[0])

F1 0.8339777640518839

pscore = precision\_score(y\_test, y\_eval, average=None)

print("PC",pscore[0])

PC 0.9971026490066225

rscore = recall\_score(y\_test, y\_eval, average=None)

print("RC",rscore[0])

RC 0.8933497536945813

# bin\_data.drop(bin\_data.columns[96],axis=1,inplace=True) bin\_data.fillna(value=0)

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
|  | **count** | **srv\_serror\_rate** | **serror\_rate** | **dst\_host\_serror\_rate** | **dst\_host\_srv\_serror\_rate** | **logged\_in** | **dst\_host\_sam** |
| **0** | -0.722131 | -0.634850 | -0.640722 | -0.642689 | -0.627953 | -0.807763 |  |
| **1** | -0.626043 | -0.634850 | -0.640722 | -0.642689 | -0.627953 | -0.807763 |  |
| **2** | 0.334841 | 1.597756 | 1.593371 | 1.601676 | 1.612222 | -0.807763 |  |
| **3** | -0.695925 | -0.188329 | -0.193903 | -0.575358 | -0.605551 | 1.237986 |  |
| **4** | -0.477543 | -0.634850 | -0.640722 | -0.642689 | -0.627953 | 1.237986 |  |
| **...** | ... | ... | ... | ... | ... | ... |  |
| **34555** | -0.669719 | -0.634850 | -0.640722 | -0.642689 | -0.627953 | 1.237986 |  |
| **34556** | 0.422194 | -0.634850 | -0.640722 | -0.642689 | -0.627953 | -0.807763 |  |
| **34557** | -0.730867 | -0.634850 | -0.640722 | -0.642689 | -0.627953 | 1.237986 |  |
| **34558** | -0.652249 | -0.634850 | -0.640722 | -0.642689 | -0.627953 | 1.237986 |  |
| **34559** | 0.151399 | 1.597756 | 1.593371 | 0.000000 | 0.000000 | -0.807763 |  |

34560 rows × 93 columns
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bin\_data.replace(np.nan, 0, inplace=True)

**Importing the Model and Generating Synthetic Data Using CTGAN**

# importing ctgan

from ctgan import CTGANSynthesizer

ctgan = CTGANSynthesizer(epochs=10)

ctgan.fit(bin\_data)

sampleTr = ctgan.sample(500)

np.save("generateddatafromctgan.csv", sampleTr)

X = sampleTr.iloc[:,0:93] # dataset excluding target attribute (encoded, one-hot-encoded,original)

Y = sampleTr[['intrusion']].values # target attribute

# splitting the dataset 70% for training and 30% testing

X\_train, X\_test, y\_train, Y\_test = train\_test\_split(X,Y, test\_size=0.3, random\_state=50)

l, a =lst.evaluate(X\_train, y\_train, batch\_size=100,verbose=1) print("Loss: %f\t Accuracy: %f"% (l,a))

4/4 [==============================] - 0s 25ms/step - loss: 1.0716 - accuracy: 0.9010

Loss: 1.071646 Accuracy: 0.910983

# p = model.predict(X\_test) p = lst.predict(X\_test)

y\_eval = np.argmax(p, axis=1)

from sklearn.metrics import roc\_curve, auc

fpr, tpr, threshold = roc\_curve(Y\_test, y\_eval) roc\_auc = auc(fpr, tpr)

roc\_auc

0.7323649691358025

rscore = recall\_score(Y\_test, y\_eval, average=None)

rscore[0]

0.17525455315305752

pscore = precision\_score(Y\_test, y\_eval, average=None)

# pscore[0]

f1score = f1\_score(Y\_test, y\_eval, average=None)

f1score[0]

0.49375000000000001

logLoss = log\_loss(Y\_test, y\_eval)

logLoss

13.35526540249173

from sklearn.metrics import PrecisionRecallDisplay

display = PrecisionRecallDisplay.from\_predictions(Y\_test, y\_eval, name="LinearSVC")

\_ = display.ax\_.set\_title("2-class Precision-Recall curve")
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